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Crystallization of a supercooled liquid and of a glass: Ising model approach
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Using Monte Carlo simulations we study crystallization in the three-dimensional Ising model with four-spin
interaction. We monitor the morphology of crystals which grow after placing crystallization seeds in a super-
cooled liquid. Defects in such crystals constitute an intricate and very stable network that separates various
domains by tensionless domain walls. We also show that the crystallization which occurs during the continuous
heating of the glassy phase takes place at a heating-rate-dependent temperature.
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I. INTRODUCTION

Although of great experimental and technological imp
tance and the subject of intensive experimental, theoret
and numerical research, crystallization is still far from co
pletely understood@1#. One of the main difficulties that hin
ders comparison of numerical results with experiments
phenomenological theories is the fact that most realistic,
lattice models, which can be studied using molecular dyna
ics simulations, still constitute an enormous computatio
challenge. Typically, computationally accessible syste
contain only up to 104 atoms and can be studied during
time interval that is several orders of magnitude shorter t
would be required for comparison with experiment. R
cently, however, important developments in this field ha
taken place and some aspects of the numerical simulat
have been successfully compared with experiment
theory @2#.

A possible alternative for studing crystallization might
to examine lattice models. Although less realistic, such m
els are usually much easier to simulate and in some c
analytical approaches can also be used. Since crystalliza
typically occurs during slow cooling of a supercooled liqu
an appropriate model, depending on the thermodynamic
rameters and history, should exhibit crystal, liquid, a
glassy characteristics. When the cooling is too fast the liq
does not crystallize but collapses into the glassy phase.

At first sight it seems that a natural candidate for suc
model might be a standard nearest neighbor interaction I
model. Crystal and liquid phases can then be easily relate
low- and high-temperature phases of this model. Howe
the relatively fast dynamics of standard Ising models p
cludes the existence of a glassy phase. In other words
such models the liquid usually quickly evolves toward t
crystal phase when the temperature is below the trans
point and does not get trapped in the glassy phase.

Such behavior is typically observed in studies of m
Ising-like models but fortunately there are also some exc
tions for which the dynamicscan be very slow, similar to
some glassy systems. Models of this kind might be infin
dimensional~mean field!, and thus exactly solvable with re
spect to some quantities@3#, or finite dimensional with cer-
tain properties typical of glassy dynamics@4#.
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A promising finite-dimensional model of glassy system
is a three-dimensional Ising model with the four-sp
plaquette, interaction. Recent work has shown that this r
tively simple system exhibits a number of properties char
teristic of glasses including strong metastability@5# and slow
ordering under cooling@6#. In addition, certain time-
dependent correlation functions also behave in a way typ
of glassy systems@7#. Since this model is homogeneous~i.e.,
does not contain quenched disorder! it has a crystal phase
and under certain conditions it should crystallize. An e
tremely strong metastability of the supercooled liquid in th
model suppresses~within the computationally accessible sy
tem size and simulation time! spontaneous nucleation, how
ever, and crystallization was not observed. However,
keeping a certain fraction of spins fixed, one enhances
ordered structure and under slow cooling the system evo
toward the crystal phase@6#.

Since the four-spin model has the properties that are
quired to model crystallization it would be desirable to e
amine this process under conditions that more closely
semble experimental realizations. Such an examination i
objective of the present paper. In Sec. II we introduce
model and briefly describe its properties. In Sec. III we e
amine constant-temperature crystallization. To enhance c
tallization we use some crystallization seeds rather than
ing a certain fraction of spins dispersed throughout
system. We then monitor configurations of the system
examine the morphology of the growing crystals. We o
serve that for small supercooling the growth of crystals
surface-tension dominated while for larger supercooling
regular crystals are formed. We also examine the distribu
of defects and their stability.

In Sec. IV we examine crystallization of glass under co
tinuous heating. Without crystallization seeds our mo
never crystallizes and enters the liquid phase at the equ
rium transition temperature. However, when the crystalli
tion is enhanced we observe crystallization that takes plac
a heating-rate-dependent temperature. We also estimate
critical heating rate and show that this is probably larger th
the corresponding critical cooling rate. A similar asymme
between cooling and heating processes was recently
served experimentally@8#. Section V contains our conclu
sions.
©2001 The American Physical Society05-1
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A. LIPOWSKI AND D. JOHNSTON PHYSICAL REVIEW E64 041605
II. THE MODEL AND ITS BASIC PROPERTIES

Our model is the three-dimensional~cubic! Ising model
with the four-spin~plaquette! interaction, which is described
by the Hamiltonian

H52J (
[ i , j ,k,l ]

SiSjSkSl , ~1!

where summation is over all elementary plaquettes andSi
561. In the following we putJ51. Recently, model~1!
was studied in the context of modeling of convention
glasses@5–7,11#. Morover, this model and its extension
have been used in certain lattice gauge theories@12#.

Model ~1! has a strongly degenerate ground state.
course, a ferromagnetic configuration minimizes the Ham
tonian, but one can easily see that any configuration obta
from a ferromagnetic one by flipping an entire plane of sp
also belongs to the ground state. Elementary counting sh
that the degeneracy of the ground state equals 8L, whereL is
the linear system size. Let us note that lamellar structures
example, made of parallel ferromagnetic layers, also bel
to the ground state, and in the next section we discuss
role of such structures in the formation of defects.

Results of various Monte Carlo simulations for this mod
can be summarized as follows. The model has two equ
rium phases: high- and low-temperature phases referred
liquid and crystal. A first order transition between them tak
place at temperatureT5Tc;3.6. However, this transition is
screened by the very strong metastability of the model u
both cooling and heating. Of particular interest to our stu
is the metastability of the liquid: in the temperature ran
3.4,T,3.6 the crystal is thermodynamically stable since
free energy is lower than that of the liquid, but neverthel
even very long simulations are not sufficient to transform
liquid into the crystal. Only belowT5Tg;3.4 does the liq-
uid collapse into the glassy phase. Various characteristic
glassy dynamics have been shown to be present, suc
cooling-rate effects@6# and time-dependent correlation fun
tions @7#.

An important property of glasses is their slow dynami
Monte Carlo simulations show that model~1! also has slow
low-temperature dynamics@5#. In particular, forT,Tg the
excess energy~above the equilibrium value! dE of the ran-
dom quench decays most likely logarithmically in tim
which should be contrasted with the typical nonconserva
dynamics decaydE;t21/2 @14# (t is the time!. The slow
dynamics of model~1! was conjectured to be due to diver
ing energy barriers which are generated during the evolu
of the quench@5#.

It was observed that even upon very slow continuo
cooling the liquid always collapses into the glass~and not the
crystal! @6#. To transform the liquid into the crystal one ha
to enhance crystallization. One possibility already used@6# is
to fix a certain fraction of spins as, e.g., ‘‘up.’’ The fixe
spins are randomly distributed throughout the system. Su
procedure strongly favors the ferromagnetic ground st
and it was observed that upon slow cooling the liquid inde
crystallizes. However, such a procedure differs considera
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from typical experimental setups used in crystal growth.
particular, the resulting crystal phase is basically homo
neous and does not contain any large scale defects. The
jective of the next two sections is to examine the mo
under conditions that are more representative of real cry
growth experiments.

III. CONSTANT-TEMPERATURE GROWTH

First we examine the constant-temperature crystalliza
of a supercooled liquid~i.e., Tg,T,Tc). As an initial con-
figuration we take a random configuration of spins and
enhance crystallization we add a centrally placed crystal s
of a cubic cluster of ‘‘up’’ spins. This configuration the
evolves according to the standard Metropolis algorithm@13#.
When the size of the seed is sufficiently large the surrou
ing liquid will gradually crystallize.

Due to the strong degeneracy of the ground state m
varieties of domains are formed during the evolution of t
model and visualization of the process constitutes a n
trivial problem. To overcome this difficulty we decided t
monitor plaquettes that are ‘‘unsatisfied,’’ i.e., for whic
SiSjSkSl521. In this a way we monitor plaquettes contrib
uting to the excess energydE5E2E0, whereE0 is the en-
ergy of the ground state.

A typical evolution of our system is shown in Fig. 1. Fo
t50 unsatisfied plaquettes are found only in the surround
liquid. After a short time (t5100) the central seed is bas
cally unchanged but the density of unsatisfied plaquette
diminished. This is because, due to the relatively fast dyna
ics of the liquid, the random configuration of the extern
spins has relaxed to a typical liquid configuration, whi
apparently contains a smaller concentration of unsatis
plaquettes than a genuinely random configuration. Furt
growth leads to a relatively irregular crystal, which is relat
to the large supercooling,T53.4. For smaller supercooling
(T53.52) the resulting crystal~also shown in Fig. 1! is more
regular and with sharper boundaries.

In Fig. 1 one can see that the crystal contains a cer
fraction of unsatisfied plaquettes. An important question
concerns is the structure of these excitations: are they p
like excitations, which are basically thermal fluctuations,
are they large size excitations caused by the complica

FIG. 1. A planar section showing the distribution of ‘‘unsati
fied’’ plaquettes. Simulations were done at temperatureT53.4 and
for system sizeL5140 with a crystal seed of sizeL8535. Only for
the bottom right plot was the temperatureT53.52. Periodic bound-
ary conditions in all directions are used.
5-2
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CRYSTALLIZATION OF A SUPERCOOLED LIQUID AND . . . PHYSICAL REVIEW E64 041605
dynamics of the model? To answer this we looked at
three-dimensional structure of the growing crystal~let us
note that Fig. 1 shows only two-dimensional cross sectio!.
Our results, shown in Fig. 2, strongly suggest that the la
possibility holds. Indeed, especially forT53.5, one can see
that the unsatisfied plaquettes are not randomly scattered
constitute an intricate network.

At this point we recall that in model~1! tensionless struc
tures can be formed@6,11#. For example, when a cubic clus
ter of linear sizeL8 of ‘‘down’’ spins is surrounded by ‘‘up’’
spins then the excess energy of such a configuration sc
linearly with L8 and not asL82 as for the ordinary two-spin
Ising model. Such scaling is due to the fact that the unsa
fied plaquettes in this case are only those that are locate
the edges of the cubic cluster and not those on its surfac
in the standard Ising model. The linear nature of the exc
tions in Fig. 2 confirms that the resulting crystal is compos
of various domains separated by tensionless domain wa

It is well known that metastability, which is an importa
property of our model, appears also in other models.
example, let us consider the ferromagnetic two-spin Is
model below its critical temperature in a phase with posit
magnetization. Applying a negative magnetic field, the m
jority phase becomes metastable@9#. When the magnetic
field is weak this metastability might be quite strong, and
placing a crystallization seed~i.e., the negatively magnetize
cluster of spins! we can observe a gradual but slow growth
the thermodynamically stable phase. Using a similar
proach a number of interesting results concerning cry
growth have already been obtained@10# with the ferromag-
netic two-spin Ising model. Why then, it is natural to ask,
we study a similar phenomenon in a more complicated fo
spin Ising model? In our opinion, there are certain reason
believe that crystallization as observed in a four-spin mo
~1! is more realistic. First, like real crystals, our crystals a
imperfect. These defects appear because crystalliza
which takes place on different faces, leads to formation
different domains. This effect is caused by the strong deg
eracy of the ground state in the model~1!. In particular, since
lamellar structures are also ground state configurations,
find that on one side of the (1) seed we might have a
accumulation of (1) spins while the other side of the see
might accumulate (2) spins. Such growth inevitably pro
duces defects, which must appear on the junctions of th
different domains. This effect is clearly absent in the tw

FIG. 2. A distribution of ‘‘unsatisfied’’ plaquettes. Simulation
were done for a constant temperature and for system sizeL5100
with crystal seed of sizeL8525. ~Only a portion of the system is
shown.! Simulation time was larger than the time needed for
crystal to fill the whole lattice.
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spin Ising model: due to a doubly degenerate ground sta
growing crystal is basically homogeneous.

It is also important to note that this network of defects
very stable. We monitored the distribution of energy in cub
shells centered at the center of the crystal seed and the
sults, averaged over the number of spins in a given shell,
several timest are shown in Fig. 3. One can see the prop
gation of the crystallization front from the center outwar
Once it reaches size of the system (t;20 000) the profile of
2e stabilizes at values smaller than unity, which confirm
formation of a stable network of unsatisfied plaquettes.
us note that the late stage profile of2e is also a decreasing
function of the distancei from the origin, which indicates
that the density of defects in the resulting crystal increa
with i.

The stability of this network of defects is most likely du
to energy barriers that appear in this model. We have pr
ously conjectured that these are also responsible for the s
kinetics of the model below the glassy transition@5,6#.

IV. HEATING OF GLASS

Depending on the speed of the process, the cooling
liquid is an important technique used to produce crystals
glasses. A parallel technique is based on the heating of g
Recently, this technique has been applied to certain met
glasses, which are rather bad glass formers@8#. As in the
cooling process, there is a critical heating rate that separ
the slow and fast heating regimes. Only slow heating of gl
leads to crystallization while fast heating transforms a gl
directly into a liquid.

We performed a series of simulations to check whet
model ~1! exhibits similar behavior. To prepare an initia
glassy configuration we quenched a random configuration
spins at T50 and let the system relax until the syste
reached the local minimum-energy configuration. Such

e

FIG. 3. The inverse energy/plaquette2e as a function of dis-
tance of the shell from the centeri. Initial configuration as in Fig. 1.
Simulations were made forT53.4. As the time proceeds one ca
see a crystallization front moving from left (t5100) to right (t
550 000). Note that the two late-stage curves fort520 000 andt
550 000 are almost indistinguishable, which indicates that the
sulting pattern of defects is almost constant in time.
5-3
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A. LIPOWSKI AND D. JOHNSTON PHYSICAL REVIEW E64 041605
configuration was subsequently heated with the tempera
changing linearly in time:

T~ t !5rt , ~2!

wherer is the heating rate.~The unit of time is defined as th
time needed on average for a single, update of each spi!

The results of our simulations are shown in Fig. 4. O
can see that within computationally accessible heating r
crystallization of the glass was not observed. These data
gest that for infinitely slow heating the temperature of me
ing of the glass approaches the equilibrium transition te
perature atT53.6.

To enhance crystallization we used the simplest appro
of fixing a certain fraction of spins as ‘‘up.’’ As shown i
Fig. 5 this dramatically changes the behavior and for sl
heating the glass crystallizes. The observed temperatur
crystallization depends sensitively on the heating rater.

In our simulations we fixed 5% of spins, which is th
same amount as during the cooling@6#. Earlier simulations
indicated that for such a fraction of fixed spins the critic
cooling rater c satisfies the inequality 0.0002,r c,0.0005.
Results in Fig. 5 suggest that for the critical heating rater h
we have the bound 0.0005,r h,0.001. These estimates su
gest thatr c,r h . Let us note that a similar asymmetry o
these two processes is also observed experimentally@8#.

V. CONCLUSIONS

In the present paper we have shown that the four-s
Ising model can be used to model crystallization. We o
served crystal growth from the supercooled liquid at cons
temperature and found that crystals of different morpholo
were obtained depending on how supercooled the liquid w

FIG. 4. The energy of the model as a function of temperat
during continuous heating (L560) with the heating rate~from top
to bottom! 0.01, 0.001, 0.0001, and 0.000 01. Initial configuration
obtained by quenching a random sample atT50 and relaxing the
system until the system reaches a stationary state~i.e., a local en-
ergy minimum!.
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We also examined the structure of defects in the resul
crystals and showed that they form a very stable netw
which provides a tensionless separation of different doma
of the crystal. We also examined the evolution of the gla
phase of our model under continuous heating.

Crystallization is, of course, a very complex phenomen
which involves diffusion, adsorption at the growth, surfac
crystal growth and sometimes also additional processes@15#.
Each of these processes is complicated and to develop s
understanding one has to introduce some simplifying
sumptions. As a result certain aspects of crystallization
be studied using phenomenological models like the Sw
Hohenberg model@16# or the Kolmogorov-Avrami model
@17#. In principle, however, all aspects of the crystallizatio
process are determined by the underlying microscopic
namics of the model. Evolution of our model is driven by t
Metropolis dynamics which is a standard dynamics for Isin
type models. In this respect our method is similar to t
molecular dynamics simulations and although our mode
less realistic than off-lattice models it is computationa
much less demanding. We consider the results presented
as rather preliminary but they clearly indicate that more
tailed studies of the four-spin Ising model are warrant
which will hopefully clarify other aspects of crystallization
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e FIG. 5. The energy of the model as a function of temperat
during continuous heating (L560) with 5% of spins being fixed
~all up! and with the heating rate~from top to bottom! 0.01, 0.001,
0.0005, 0.0002, 0.0001, and 0.000 01. Initial configuration is
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